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1
3D BODY MODELING FROM ONE OR MORE
DEPTH CAMERAS IN THE PRESENCE OF
ARTICULATED MOTION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. Provisional Appli-
cation Ser. No. 61/638,405, entitled “3D Body Modeling
from one or more Depth Cameras in the Presence of Articu-
lated Motion”, filed Apr. 25, 2012, which is hereby incorpo-
rated by reference; and this application is related to U.S.
patent application Ser. No. 13/749,318, entitled “3D Body
Modeling, from a Single or Multiple 3D Cameras, in the
Presence of Motion”, filed Jan. 24, 2013, now U.S. Publica-
tion No. 2013-0187919, and issuing as U.S. Pat. No. 9,235,
928 on Jan. 12, 2016.

BACKGROUND

The present disclosure describes systems and techniques
relating to generating three dimensional models from range
sensor data, for example, performing three dimensional mod-
eling in the presence of articulated motion.

Three dimensional modeling from range sensor informa-
tionis an active field. Many advances have been made inusing
software to build complex three dimensional models using
range sensor information. For example, U.S. Pat. No. 7,583,
275 to Newmann et al. describes generating a three dimen-
sional model of an environment from range sensor informa-
tion representing a height field for the environment. In
addition, much work has gone into face recognition and
reconstruction. For example, U.S. Pat. No. 7,856,125 to
Medioni et al. describes a three dimensional face reconstruc-
tion technique using two dimensional images, such as photo-
graphs of a face. Other approaches for three dimensional
modeling using images include those described in U.S. Pat.
No. 7,224,357 to Chen et al.

SUMMARY

The present disclosure describes systems and techniques
relating to generating three dimensional (3D) models from
range sensor data. According to an aspect, multiple 3D point
clouds, which are captured using one or more 3D cameras, are
obtained. At least two of the 3D point clouds correspond to
different positions of a body relative to at least a single one of
the one or more 3D cameras. Two or more of the 3D point
clouds are identified as corresponding to two or more pre-
defined poses, and a segmented representation of the body is
generated, in accordance with a 3D part-based volumetric
model including cylindrical representations, based on the two
or more 3D point clouds identified as corresponding to the
two or more predefined poses.

The two or more identified 3D point clouds can be four of
the 3D point clouds (e.g., corresponding to four predefined
poses, including a forward pose, a left facing pose, a back-
ward pose, and a right facing pose). The one or more 3D
cameras can be a single 3D camera, obtaining the multiple 3D
point clouds can include capturing the multiple 3D point
clouds, and the segmented representation can include a seg-
mented mesh representing the body.

The identifying can include automatically identifying the
3D point clouds without user input corresponding to the pre-
defined poses. The generating can include registering the four
3D point clouds with each other, and building an initial model
of the body using the four registered 3D point clouds. The
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generating can also include refining the initial model using
one or more 3D point clouds other than the four 3D point
clouds identified as corresponding to the four predefined
poses and/or using iterative local registration of limbs and a
torso for the body. In addition, the registering can include
registering the two 3D points clouds corresponding to the
forward pose and the left facing pose, registering the two 3D
points clouds corresponding to the forward pose and the right
facing pose, and registering the two 3D points clouds corre-
sponding to the left facing pose and the backward pose.

A method for 3D body modeling using multiple depth
images obtained from multiple real-time depth sensors (e.g.,
Microsoft Kinect Project using a PRIMESENSE™ camera &
OpenNI) can be used to cover the entire body of a subject and
generate an accurate 3D body model using multiple cylindri-
cal representations. In addition, a 3D body model method (as
described further herein) can handle the presence of motion
and enables using multiple depth images taken from a single
3D camera. The multiple depth images can be obtained either
by having a person move in front of a fixed sensor, or by
moving the sensor around a person. In any case, the present
systems and techniques can provide an accurate registration
result between point clouds in the presence of articulation of
body parts, and the model shape need not be limited to a
subspace or be initialized before use. The method is also
applicable to a multiple camera system with a moving sub-
ject.

According to other aspects, computer program products,
encoded on a computer-readable medium, and computer sys-
tems are described that cause data processing apparatus to
perform operations of the inventive methods. In various
implementations, one or more of the following features and
advantages can be provided. An accurate registration result
between point clouds can be accomplished and an accurate
3D model of the human body surface can be generated from
a single 3D camera (or more than one 3D camera) in the
presence of articulation of body parts. In some implementa-
tions, four detected key views can be used to build a 3D body
model, and the quality of 3D model can be improved using
other views.

A whole body scanning system can employ a 3D camera
previously purchased by a user and conveniently available at
that user’s home, and be usable by that same user in the whole
body scanning system without any prior training or direction
by another person. An articulated part-based cylindrical rep-
resentation of 3D body model can be generated that supports
a set of operations, such as composition, decomposition, fil-
tering, and interpolation. Four key poses can be readily and
automatically detected from a sequence or range of data
frames using the methods described herein. These methods
can further accomplish articulated registration between four
key views corresponding to the four key poses. Moreover, a
quantitative evaluation of modeling quality can be provided.

The above and other aspects and embodiments are
described in greater detail in the drawings, the description and
the claims.

DESCRIPTION OF DRAWINGS

FIG. 1A shows a PRIMESENSE™ camera.

FIG. 1B shows a single sensor arrangement and basic body
posture.

FIG. 2 shows a pipeline of a 3D whole body scanning
system.

FIGS. 3A & 3B show an example of a process for model-
ling a whole body, as can be employed in the pipeline of FIG.
2.
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FIG. 4A shows the full body configuration of a human
subject modeled as articulation of a set of fourteen rigid
objects.

FIG. 4B shows details for a cylindrical representation used
to model a body part.

FIG. 5 shows a cylinder representation used to illustrate
transformation between coordinate systems.

FIG. 6 shows a process of integrating point clouds to form
a segmented representation of a body.

FIG. 7A shows an example of a process of building a model
of'a body.

FIGS. 7B & 7C show an example of body segmentation for
a front pose.

FIG. 7D shows difference maps with motion and without
motion.

FIG. 7E shows a width of a bounding box in a sequence of
depth maps changing over time.

FIG. 8 shows a pipeline for a countour-based articulated
registration method.

FIG. 9 shows an example of a process of updating and
refining a cylindrical representation for a model of a body.

FIG. 10 shows meshing directly from a cylindrical depth
map.

FIG. 11A shows depth blending between two cylindrical
maps for a bent limb.

FIG. 11B shows depth blending between cylindrical maps
for a body center.

FIG. 11C shows a shoulder junction and blending area.

FIG. 11D shows another example of depth blending
between cylindrical maps for a body center.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

The following description details various sensor configu-
rations for 3D body modeling from one or more cameras from
a single 3D camera) and non-rigid registration method(s). In
general, a 3D camera is a device that produces a set of 3D
points with respect to the apparatus, regardless of whether the
output data is a structured array or not. FIG. 1A shows a
PriVESENSE™ camera 100, which can be used as the acquisi-
tion hardware in some implementations. The PRIMESENSE™
camera 100 is available from PrimeSense Ltd. of Tel Aviv,
Israel, and includes an infrared (IR) light source, an RGB
camera and a depth camera. The PRiMESENSE™ camera 100 is
sold as a single unit, and can thus be understood as a single
camera or sensor, even though it includes multiple sensor
devices. The sensor 100 can provide both a standard RGB
image and a depth image containing the 3D information at 30
frames per second in Video Graphics Array (VGA) format.
The sensor 100 can also provide RGB information in Super
Extended Graphics Array (SXGA) format at 15 frames per
second.

The 3D is computed in the infra-red domain thanks to a
triangulation method. The sensor 100 can therefore provide
results robust to illumination changes and can work in the
dark. The hardware is inexpensive, but the low cost comes
with a drop in the quality compared to other state of the art
sensors. The resolution is only VGA and the depth data is very
noisy, which is a challenge that can be overcome, using the
techniques described herein, and in PCT/US2012/042792,
which is hereby incorporated by reference. The openNI
library (see http://www.openni.org) can be used to facilitate
working with the depth information. The depth information
can be converted to actual 3D information, and the RGB and
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depth data can be aligned properly, which enables working
with both inputs at the same time.

FIG. 1B shows a single sensor 110 arrangement and basic
body posture 120. As shown, this sensor configuration uses
only a single 3D camera 110, which can be the PRIMESENSET™
camera described above. The camera 110 can be mounted
vertically (e.g., onapole, as shown, or on a stand placed in the
vicinity of a home entertainment system) to maximize the
field of view. Also note that the camera 110 can be angled to
maximize the coverage of the body. In some implementa-
tions, the subject turns his/her body in front of the fixed
camera while the 3D camera 110 takes a depth video stream
or a set of depth images. For full 3D body modeling, all sides
of the body should be exposed to the sensor, and depth data
corresponding to predefined poses should be registered with
each other and possibly refined using addition depth data
(such as described further below). In some implementations,
all depth data is registered to a single reference.

FIG. 1B shows the basic posture 120 of a person for the 3D
sensing. The depth data from this posture can be used as a
reference for further registration steps. When the subject turns
the body, the method selects four key frames from the
sequence and registers them in a non-rigid manner. The sys-
tem can provide a set of visual and/or audio introductions to
guide the body rotation and posture of the subject. For
example, the set of visual and/or audio introductions can
direct the subject to move through predefined poses such as
front, left, back, and right. In an alternative operational sce-
nario, an operator can move a 3D camera 110 around the
subject’s body while the subject tries to stay with the fixed
posture 120. Even in this scenario, the articulation of the body
parts should be considered, which is different from standard
registration methods or in-hand modeling methods for rigid
objects. In any case, each of the captured 3D point clouds
correspond to a different relative position of a3D camera with
respect to a body, regardless of whether the different relative
positions are set by movement of a body with respect to a
camera, movement of a camera with respect to the body,
inputs from multiple cameras (which may be fixed in different
locations), or a combination of these. Thus, the present meth-
ods are also applicable the case of multiple 3D cameras in the
presence of articulated motion.

FIG. 2 shows a pipeline 200 of a 3D whole body scanning
system. The pipeline 200 provides multiple frames integra-
tion for depth data acquired 205 using one or more 3D cam-
eras, such as described above. In some implementations, a
depth image stream is recorded while a user turns 360 degrees
in front of a single fixed 3D camera (e.g., the camera 110 from
FIG. 1A). Four key frames corresponding to key poses 210
can be selected from the whole sequence by detecting the
user’s pose in the stream, and registration 215 can be per-
formed using these four key poses 210. The four key poses
210 can be front, back and two profiles.

In some implementations, the front (i.e., forward) pose can
first be registered with the back (i.e., backward) pose before
registration with the profiles (i.e., the left and right poses). In
some implementations, as shown in FIG. 2, the registration
215 can involve registration of the profiles poses before reg-
istration with the back pose. Moreover, although registration
is shown in FIG. 2 as being separate from modelling 220, it
will be appreciated that, in some implementations, the regis-
tration 215 and modeling 220 processes can be combined
with each other. Thus, registration 215 and modeling 220
need not be performed explicitly in series before a final seg-
mented representation 225 (e.g., a 3D mesh model) is created.

In some implementations, articulated registration between
the four views (i.e., the frames in the sequence identified as
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corresponding to predefined poses) can be achieved by mini-
mizing the distance between the projected contours of the 3D
model and the contours on the depth images of the corre-
sponding four key views. To reduce the complexity of this
optimization problem and to specifically avoid the correspon-
dence searching problem, perspective projection can be
relaxed to orthographic projection. Thus, the original global
articulated registration problem can be decomposed into
three similar local articulated registration problems, e.g.,
R1=front registered to (back or (left or right)), R2=R1 regis-
tered to ((left or right) or right or left)), and R3=R2 registered
to ((right or left) or back). In some implementations, the three
similar local articulated registrations need not be progressive.
Thus, the sequence of registrations can be as follows: regis-
tration between left and front, registration between right and
front, and registration between back and left & right. In any
case, once the data corresponding to the predefined poses are
registered, a hole-filled, noiseless, meshed 3D model can be
generated using part-based cylindrical representation. In
addition, more frames of the sequence can be integrated into
the model to enhance details.

FIGS. 3A & 3B show an example of a process 300 for
modelling a whole body, as can be employed in the pipeline of
FIG. 2. The registered points cloud data coming from the four
key views) is decomposed at 310 into a set of rigid objects. As
shown in FIG. 3B, the set of rigid objects can be five objects
corresponding to a torso 1, a right arm 2, aloft arm 3, a right
leg 4, and a left leg 5. Both the registered points cloud and the
decomposed points cloud created therefrom are 3D data.

The coordinate system of the decomposed points cloud is
then transformed at 320 to two dimensions. The resulting 2D
data can be five cylindrical representations corresponding to
the five rigid objects, as shown in FIG. 3B. This 2D data can
then be interpolated at 330, e.g., to fill any holes in the data.
The interpolated 2D data can then be filtered at 340, e.g., to
reduce noise. Finally, the filtered 2D data can be composed
into a 3D mesh model at 350. While the example process of
FIGS. 3A & 3B uses five rigid objects, it will be appreciated
that other implementations can use differing numbers of rigid
objects to model the whole body.

FIG. 4A shows the full body configuration of a human
subject modeled as articulation of a set of fourteen rigid
objects 400. In a cooperative sensing scenario, the global
motion between different views can be modeled as a rigid
motion, as a first approximation. Then, a body part such as a
limb, which has some residual (local) error from the global
registration, can be registered separately as an individual rigid
object. Based on this idea, the global body shape can be
registered and then local body parts can be refined to produce
aregistered full body 3D point cloud. Alternatively, the initial
rigid transformation can be obtained by detecting the points
belonging to the limbs, and removing them, and finally com-
puting a rigid transformation for the remaining points.

As shown in FIG. 4 A, the rigid objects 400 are cylinders, or
more generally cylindrical representations, which are
employed to describe the shape of the person. The cylindrical
representation makes it possible to use 2D operators on 3D
data (e.g., hole filling, blending, sampling), which is a key
reason for using it. As a main drawback of this representation,
careful attention should be paid to the joining part between
two cylinders.

FIG. 4B shows details for a cylindrical representation used
to model a body part 410. The internal representation can be
that of an image R(x,0) 330, where R represent, for example,
the radius value of the cylinder 420 at position x along the
axis, and 0 the angle. This is called a cylindrical image rep-
resentation, as shown in FIG. 4B. An advantage of using such
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a representation is that smoothing can be performed effi-
ciently using image-based operators, instead of mesh-based
operators.

Spatial smoothing can be performed to remove the noise
inherent in the data capture stage using such low cost 3D
cameras. For spatial filtering, a bilateral filter can be used,
which can remove the noise while keeping the edges. This
filtering process is fast thanks to the cylindrical representation
of the model. If multiple temporal instances of a view are
acquired, temporal smoothing can be performed, which can
further reduce noise. For multiple observations, a running
mean can be applied on the value of each pixel of the
unwrapped cylindrical map 430. This temporal integration
enables reduction of the intrinsic noise while aggregating the
data. When the whole data has been aggregated, a linear
interpolation method can be applied to fill up any remaining
holes in the cylindrical map.

As will be appreciated, a whole body scanning system that
employs such cylindrical representations will also employ
transformations between coordinate systems. FIG. 5 shows a
cylinder 500 used to illustrate transformation between coor-
dinate systems. In connection with FIG. 5, two types of trans-
formations are described: (1) a transformation between the
world Cartesian coordinate system (i.e., sensor Cartesian
coordinate system) and the local (e.g., limbs and torso) Car-
tesian coordinate system; and (2) a transformation between
the local Cartesian coordinate system and the local cylindri-
cal coordinate system (i.e., local 2D depth map). These two
types of transformations are shown in FIG. 5, where X*, $*,
7" are a set of orthogonal unit vectors, and ¢ is a vector in
space. These form the world Cartesian coordinate system in
space.

For the Cartesian coordinate system, %', ¥/, 2 and ¢’ have
similar meanings. These form the local Cartesian coordinate
system, and p is any point in space which can be represented
either in the world coordinate system or in the local coordi-
nate system, =D KD, Y 4D, or
p=p.&'+p,/§'+p_ 2" +¢". In the following derivation, a more
compact vector inner product form is used, so that:

=1L Py, P21 37 |+
o
2
and
~l
. ~ ol
p=1Ipk Pl Pl 3 [+

Transformation between the world Cartesian coordinate
system and the local Cartesian coordinate system is repre-
w w WY o 7 7 7 H
sented by (1.))C b p.)* (pys b, p.). Assuming that the
local coordinate system can already be represented in the
world coordinate system,

N o
A ar, az, ai3 || ¥

~l aw
y |=| oty G223 || Vs
]

2

as1, axn, as3 || 2
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-continued

w

=

w LW

¢ = bu1, bua, b3 +c.

X

2y e

A single point in space can then be described in both
coordinate systems as p.’, p,’, p.’, (p.", p,”, p.") respectively,
and the following formula is provided:

[p%. Py PRI 5 |+
b4

o N
ay, arz, ais || 4 A
ol ~ ~ I
& =[p, ply, Pl @y ans oy || 37 |+ [buy, bi2, B3] 37 |+
as1, a3, a3z || 3 il
and
o P
(RRNVERVE! IV B v | aw
[P Py PR 31 | +C = [pYs Py, P 97 | +27.
ol v
Z 2z

From which, the following formula is also provided:

ain, a2, ars
Lo
[P%s py» Pl| @21, a22, a23

asy, a3z, 433

+ b1y, bia, bis] = [pY. P, Py

This formula gives both the transformation and the inverse
transformation between the world and the local coordinate
systems.

Transformation between the local Cartesian coordinate
system and the local cylindrical coordinate system is repre-
sented by [p,’, pyl, p.'T* [p’, 6, Z']. The formula can be given
by:

R PR
el:sin’l(pxl/pl).

'=z;

Both the transformation between the world Cartesian coordi-
nate system and the local Cartesian coordinate system, and
the transformation between the local Cartesian coordinate
system and the local cylindrical coordinate system, can be
calculated in two ways. Thus, [p,", p,", p."]* [p.”, pyl,
p.'1+ [p’, 6%, Z']. Moreover, both types of transformations can
be used in the modelling processes described herein.

FIG. 6 shows a process of integrating point clouds to form
a segmented representation of a body. This process and other
processes described herein can be methods performed by a
computer system including processor electronics and at least
one memory device, as will be appreciated by those of ordi-
nary skill in the art. At 610, multiple 3D point clouds can be
obtained, where these 3D point clouds have been captured
using one or more 3D cameras, as described in detail above.
At least two of the 3D point clouds correspond to different
positions of a body relative to at least a single one of the one
or more 3D cameras. For example, a depth image stream can
be obtained, where this stream includes a sequence of frames
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recorded while a user turned 360 degrees in front of a single
3D camera. Obtaining the 3D point clouds can include cap-
turing the multiple 3D point clouds using the one or more 3D
cameras, or merely receiving the multiple 3D point clouds
from another system or process.

At 620, two or more of the 3D point clouds can be identified
as corresponding to two or more predefined poses. For
example, the two or more predefined poses can be four pre-
defined poses (including a forward pose, a left facing pose, a
backward pose, and a right facing pose), and the identifying
can be performed automatically without user input corre-
sponding to the predefined poses (e.g., without the user spe-
cifically calling out when each of the four poses are reached).

At 630, a segmented representation of the body (e.g., a
segmented mesh representing the body) is generated inaccor-
dance with a 3D part-based volumetric model. As described
above, the 3D part-based volumetric model can be composed
of cylindrical representations, and the generation of the
model can be based on the 3D point clouds identified as
corresponding to the predefined poses. Various detailed
examples of this general process will now be described.

FIG.7A shows an example of a process of building a model
of'a body. At 700, four of the 3D point clouds are identified as
corresponding to four predefined poses without user input
corresponding to the predefined poses. To assist in this pro-
cess, preferably during data acquisition, the user remains
static at four key postures for a moment while turning the
body in front of the camera. In any case, the four key views
that correspond (approximately)to 0, 90, 180 and 270 degrees
of rotation can be picked up in the data stream, while the
moving person in the data stream is regarded as a set of
cylinders in space with an articulated motion.

The input to the system can be N depth image frames or a
sample of N frames from the video stream, and the N frames
can be converted to 3D meshed points clouds: D(0),
DQ),...,D(N). The first frame can be taken as the front pose
and set as the global reference. In addition, after the defining
of planes to segment the front pose, this segmentation can
remain the same for other views.

FIGS. 7B & 7C show an example of body segmentation for
a front pose. As shown in FIG. 7B, critical points detection
can be accomplished using a heuristic method in which a
triangle-shaped gap is searched over the depth map 710 of the
front view. The vertex of each triangle can be mapped back to
the world coordinate system, which is exactly the location of
a critical point as shown in FIG. 7B. Once the critical points
are detected, they can be used to decompose the whole body
into several rigid parts, which can be mapped to cylindrical
representations. The decomposition can be achieved by intro-
ducing a plane geometry 715 as shown in FIG. 7C, where a
single plane separates a volume of 3D space into two spaces.
Section 1 can be represented as {p: p-a>d}, and section 2 can
be represented as {p:p-a<d}, where a is orthogonal to the
plane, and d is the value such that the points on the plane
satisfy {p:p-a=d}. Thus, the decomposition is fast and easy
since the computation requires only inner product.

Alternatively, the segmentation of the body into several
parts can be solved in other ways, such as using model fitting,
pose estimation, or using another heuristic method. For
example, a heuristic method can include detecting critical
points, then iteratively extracting skeleton information, and
decomposing the whole body based on the skeleton informa-
tion. Once the skeleton is obtained out of the front pose, it can
be fixed for decomposition of the other three poses. The
vertices connecting two rigid parts can be assigned two trans-
formations whose weights sum to one. This model is known
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as Linear Blend Skinning (L.BS) in the graphics community.
Further details are provided below in connection with discus-
sion of registration.

Referring again to FIG. 7A, the backside view is also
identified at 700. Once the front frame is selected, selection of
the back frame can be performed by looking for a generally
static frame. A static frame indicates the motion between two
consecutive frames is as small as possible. One approach to
this is to use general optical flow techniques. However, a less
computationally intensive method can be as follows.

Assuming that the person is the only moving object in the
scene, a pixel-wise absolute difference map between two
consecutive depth maps is obtained. FIG. 7D shows differ-
ence maps with motion and without motion. As shown, a
difference map without motion 720 is quite different from a
difference map with motion 722. The difference map without
motion 720 shows limited differences on the boundary which
are mainly coming from the sensor error. The difference map
with motion 722, however, shows much bigger differences on
the boundary which are coming from the motion of the per-
son.

Defining the difference map to be D®, » the number of big
differences to be N®=I{(i,j):D®, >d,,.on0m|s Where (k)
stands for the index of frame, (i, j) stands for the index of the
difference map, and d,, ..., represents a predefined value of
big difference, it follows that for a static frame N®<N,, .
and for a non-static frame N®>N,, . . As a front frame is
detected, the global structure of the torso and legs can be
extracted using PCA (Principal Component Analysis) or a
heuristic method, e.g., PCA can be used to extract the direc-
tions of the torso and two legs from the front view. The same
directions from the back view should be parallel to that from
the corresponding front view. Hence, by checking the angles
between two pairs of directions as an additional criterion for
the back view selection, it is found that:

v front_torso " Vhack Jorxol

-1
Ororso = COS (f] < Oupreshold
iz fromJorxo” |9 fromJorxo”
[V front_tegs * Vback_tegs|
Btegs = cos™t M < Ornreshold-
IV frons_tegsll # 11V front_tegs|l

0,..s, 18 the angle between the direction of the torso in the
front view and the direction of the torso in the current view,
and 6,,,, has similar meaning. To have a torso parallel to the
corresponding torso in the front frame, and parallel legs, then
both 8,,,,, and 6, should be small. This can be checked
using 0,022~ L hus, by looking for parallel legs and parallel
torso, the back view can be identified.

Once the front and back frames are selected, the two side
views can be identified using the static frame technique
described above in connection with looking at the width of a
bounding box in the depth map. FIG. 7E shows a width of a
bounding box in a sequence of depth maps changing over
time, including the widths of a bounding box 730 of a front
view, abounding box 732 of a 45 degree view, a bounding box
734 of aleft side (90 degree) view, and a bounding box 736 of
a 135 degree view. The side views have the smallest width of
the bounding box, assuming two arms are within the side view
of'the torso. Thus, the two frames with the smallest bounding
boxes in regions around the other two static frames can be
chosen as the first and second side views. The left side view
can be distinguished from the right side view by detecting the
rotating direction of the subject. If the subject is turning left,
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then the left side view is the first side view, and the right side
view is the second side view, and vice versa if the subject is
turning right.

Referring again to FIG. 7A, the four 3D point clouds cor-
responding to the four predefined poses are registered with
each other at 702. This can involve initially registering the
front and back views, or initially registering the front and
either the left or right views. The remaining views can then be
registered in sequence. For example, the registering can
include registering the two 3D points clouds corresponding to
the forward pose and the left facing pose, registering the two
3D points clouds corresponding to the forward pose and the
right facing pose, and then registering the two 3D points
clouds corresponding to the left facing pose and the backward
pose.

An initial model of the body can be built at 704 using the
four registered 3D point clouds. This can involve building the
initial model in three dimensions, creating two dimensional
cylindrical representations of segments of the body being
modelled, or both. Then, the initial model can be refined at
706 using one or more 3D point clouds other than the four 3D
point clouds identified as corresponding to the four pre-
defined poses. Various examples of detailed implementations
of'the process of FIG. 7A will now be described.

Non-rigid or articulated registration of the four key frames
generally begins with rigid global registration (using rigid
transformations) followed by decomposition and then local
registrations of body parts. The decomposition needs to be
performed before the local registration and can be performed
as described above. In some implementations, the rigid trans-
formation registration can begin by aligning the front view
and the back view, followed by adding the two side views
later. Registration between the front view and the back view
can begin by aligning the global structure extracted by PCA.
Then the back view can be rotated along the x axis to simulate
the actual turning process. Finally, the back view can be
shifted along the z axis for an approximate value to corre-
spond to the width of the torso. Here, the value can be pre-
defined or roughly extracted from the side view. It need not be
precise since a local registration will be processed to refine
the width of the torso.

After the front view and the back view are registered, an
initial model of the whole body can be built. Though the
model is not overly accurate, it is still helpful when register-
ing two side views to the reference frame. The process of
registering two side views to the reference frame can be
performed in accordance with the following algorithm:

Input: pts_ LeftSide, pts_ RightSide
Output: pts_ LeftSide "%, pts_ RightSide "¢
1. Use pts__Front "%, pts_Back " to build init_model consists of a set of
cylinders <= — (a set of 2D cylindrical maps)
2. Fill holes on init__model < — (linear interpolation on cylindrical maps)
3. Sample points from left view of the model to get pts_ LeftSide %
3-1. 2D cylindrical maps — 3D points cloud
3-2. Sample only left view points from 3D points
cloud — pts_ LeftSide™e?’
4. Register pts_LeftSide to pts_ LeftSide ™°%’ to get pts_ LeftSide "%
using EM-ICP
. Sample points from right view of the model to get pts_ RightSide
5-1. 2D cylindrical maps — 3D points cloud
5-2. Sample only right view points from 3D points cloud —
pts__RightSideoe!
. Register pts_ RightSide to pts_ RightSide "%’ to get pts_ RightSide "
using EM-ICP

model

w

[

After global registration, the decomposed body will have
three or four point clouds for each part (note that each leg will
likely only have three point clouds since the view from the
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other side is blocked by the other leg). Each body limb will
have a local coordinate system, which can have its origin
located at the joining portion of the limb, which connects the
limb to the torso. Using this as a predefined reference, the
back view and the side view can be iteratively registered with
respect to the front view. To simplify, the registration of the
back view to the front view can be restricted to 2 DOF (Degree
of Freedom), i.e., a rotation along the y axis and a translation
along the z axis. The other DOF are all likely well approxi-
mated by the global registration. The registration of the side
view with respect to the front view still has 6 DOF, and the
back view and the side view can be iteratively registered to the
front view. The process of iterative local registration can be
performed in accordance with the following algorithm:

Input: pts_ Back_ Limb ", pts_ Side_ Limb ™%
Output: pts_Back_ Limb "(refined), pts_Side_Limb "¢ (refined)
1. Use pts__Front_Limb "%, pts_ Back_ Limb "¥ and local coordinate
system to build a cylinder. <= — (a 2D cylindrical map)
2. Fill holes on the cylinder. <= — (linear interpolation on 2D cylindrical
map)
3. Sample points from side view of cylinder to get pts_ Side_Limb ™!
3-1. 2D cylindrical map — 3D points cloud
3-2. Sample only side view points from 3D points cloud —
pts_ Side Limb ™o’
4. Register pts__Side_ Limb "¥to pts__Side_Limb " by using EM-ICP
5. Register pts_ Back_Limb "% based on pts_ Front_ Limb "% and
pts_Side_ Limb "¢ (Sub-Algorithm)
6. Check the magnitude of rotation angle and translation vector of step 5.
if (\transformation\<threshold) stop
else repeat step 1.

The alignment based on width information can be performed
in accordance with the following sub-algorithm (referenced
above):

Input: pts_ Back_ Limb ", pts_Front_Limb "%, pts_ Side_ Limb "%

Output: Transformation R, t on pts_Back_ Limb "¢

% We are processing in limb-centered local coordinate system

1. Look along y direction, divide pts_ Side_ Limb "¢ into N bins at constant
intervals along x direction.

2. For each bin, search over all the points to find z__max and z__min.

3. For each bin, assign value (z_max-z_ min) to it. Now we have a vector
Width__side of size N.

4. Repeat 1,2, 3 on pts_ Back_ Limb ", pts_ Front_Limb "¥to get another
vector Width__front__back of size N.

5. Use a line to fit vector (Width_front back-Width_ side)

6. Calculate rotation angle along y axis and translation along z axis from

the line.

7. Calculate R, t from rotation angle and translation vector.

After local registration of the limbs, local registration of
the torso can be performed. The data for the torso will likely
have significant occlusions (e.g., caused by the positioning of
the arms and positioning of the camera with respect to the
neck and shoulders). This issue can be addressed by consid-
ering the connectivity between four limbs and torso. At the
last step, while registering four limbs segmented from the
back view, the four joints are also registered. These are not
only connected to four limbs, but also to the torso. Hence, the
problem can be cast as finding the transformation matrix from
four corresponding points (each joint is abstracted as a point).
Denoting the location of four joints before the local registra-
60NT, s soes righe teg Vi armo Jright_arm> A0 the location after
the local registration as T, o0 Tigne re6s Jiefi arm>3
the issue can be addressed using:

vight_arm >

5
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. = —i
min Z ||RJ;+[—J‘-||
Rt 2
( left_leg.lefi_arm,
ie
right_leg, right_arm

such that RR' = I.

In some implementations, articulated registration can be
handled in the followina manner. Instead of minimizing dis-
tances between matching points, the distance between the
projective contour of the model and the real observed contour
from the depth images can be minimized. Using a skeleton
model and a simplified representation of the problem, the
articulated registration can be handled by iteratively applying
segmentation and contour registration. FIG. 8 shows a pipe-
line for a countour-based articulated registration method.

When registering two frames, global contour registration
810 can be applied first. Global means the whole body is
treated rigidly, such as discussed above. Although the
assumption is weak, this step provides an initialization accu-
rate enough for segmentation and local contour registration.
After the points cloud is approximately registered globally,
segmentation 820 and local contour registration 830 are itera-
tively applied until convergence 840 is reached.

The whole body can be regarded as consisting of several
rigid parts as discussed above (see e.g., FIG. 4A and corre-
sponding description). Each rigid part can be associated with
a transformation matrix. While the front pose is set as refer-
ence, other poses can then be described as a set of rigid
transformations. The vertices of joints between connecting
rigid body parts can be calculated using Linear Blend Skin-
ning (LBS). In one simplified scenario, the whole body is
decomposed into head&torso, left arm, right arm, left upper
leg, left lower leg, right upper leg and right lower leg, such as
shown and described above in connection with FIG. 3B.

A set of rigid transformations are provided for each frame,
and the parameters can be calculated by minimizing the dis-
tances between model contours and real contours. However,
in developing the algorithm for this, the following issues
should be addressed. First, the segmentation, which can be
regarded as a per vertex labeling problem, can be addressed
by iterative segmentation and registration. Second, corre-
spondences can be explored while trying to minimize the
distance between two contours without introducing the clas-
sical perspective projection assumption.

Instead of perspective projection, orthographic projection
can be used. This simplifies the correspondence problem by
reducing the parameters of a camera from six (three for trans-
lations and three for rotations) to only one which is the angle
of comparative rotation between the sensor and the subject.
The angles can be further restricted to be 0, 90, 180 and 270
degrees. In practice, the system works fine enough under
these two assumptions.

Segmenting of the whole body into several parts can be
performed in various ways, including model fitting or pose
estimation. The segmentation 820, however, can involve
applying a heuristic that first detects critical points, such as
discussed above, then iteratively extracting the skeleton
information, and decomposing the whole body based on the
skeleton information. Once the skeleton is obtained out of the
front pose, it is fixed for decomposition of the other three
poses. The vertices connecting two rigid parts are assigned
two transformations whose weights sum to one. The model is
known as LBS in the graphics community.

The contour registration 830 can be achieved using the ICP
algorithm. The correspondences between an extracted 2D
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contour from the depth frame and the projected 2D contour
onto the same image plane are iteratively found, and the 2D
transformation matrix that minimizes the distances between
the corresponding points is calculated. The 2D transforma-
tion is then transformed back to a 3D transformation. The
transformation is straight forward given the orthographic pro-
jection assumption.

After the global and the local registration of four frames, a
model that describes the basic shape of a person is obtained.
To produce more surface detail, the remaining unexplored
information from the other frames can be used. This can
involve using the systems and techniques described in U.S.
patent application Ser. No. 13/749,318, filed Jan. 24, 2013,
and entitled “3D BODY MODELING, FROM A SINGLE
OR MULTIPLE 3D CAMERAS, IN THE PRESENCE OF
MOTION”, now U.S. Publication No. 2013-0187919, and
issuing as U.S. Pat. No. 9,235,928 on Jan. 12, 2016, which is
hereby incorporated by reference. In addition, FIG. 9 shows
an example of a process of updating and refining a cylindrical
representation for a model of a body.

At 910, consistency between the existing model and new
data is checked. Two main measures can be used to check the
consistency. One is the average over absolute error, and the
other is the Surface Interpenetration Measure (SIM) which is
typically a more reliable indicator. Both are time-consuming
to process when working directly in 3D space. However, in
the 2D cylindrical representation, both are quick and easy to
implement as shown in the following algorithms.

Calculating average absolute error between a depth map and a
points cloud

Input: Cylindrical 2D depth map {I(u,v):u=1...M,v=1...K}
where M and K are the height and width of the depth map:
apoints cloud {p;*:i=1...N}

Output: average absolute error

1. Transform points cloud from world coordinate system to local
coordinate system and then to local cylindrical coordinate

system
{pi=1...N} = {pli=1...N} = {(p;,0,,z):i=1...N}
(see the description above in connection with FIG. 5)

2. Get corresponding location on depth map for each point
{(pp05z):i=1...N} = {(ppu;, v;):i=1...N}

N
Z [w;, vi) = pil
=

3. =

error N

4. return error.

Calculating SIM between a depth map and a points cloud

Input: Cylindrical 2D depth map {I(u, v) :u=1...M,v=1...K} where
M and K are the height and width of the depth map; a points cloud
{p;1i=1...N}

Output: SIM

1. Transform points cloud from world coordinate system to local coordinate
system and then to local cylindrical coordinate system
{pi=1...N} = {pfi=1...N} = {(p;,0;,7):i=1...N}

(see the description above in connection with FIG. 5)

2. Get corresponding location on depth map for each point
{(pp0pz):i=1...N} = {(ppu;vy):i=1...N},

i.e. we have another depth map {F (u,v):u=1...M,v=1...K}
representing points cloud which is very sparse

3. Get the sign map S between I and 7 :
{S(u,v):u=1...M,v=1...K} = {sign(I(u,v) - P (u,v)) :u=
1...M,v=1...K}
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-continued

Calculating SIM between a depth map and a points cloud

4. Get the SIM score easily from S
5. Return SIM

In addition, updating of the data can performed using a run-
ning average at each pixel or a running median at each pixel.

At 920, the new data can be processed to correct any
deficiencies. This can involve hole filling and smoothing.
Although the points clouds, which are used to initialize and
update a cylinder, are already dense, it is usually true that it
won’t cover every pixel on the 2D depth map. Thus, the
missing values should be interpolated on the depth map,
which is the same as filling holes on the corresponding 3D
surface. This can be done using linear interpolation on the
depth map, which corresponds to a circular interpolation on
the 3D surface. This can facilitate forming the missing shape
of'a person. In addition, bilateral filtering can be applied to the
depth map, which can remove the noise while at the same time
preserve the edges.

At 930, the model can be updated using the processed data.
As will be appreciated, use of the cylindrical representation
facilitates correcting deficiencies in the data, due to the nature
of'the 3D camera, as well as facilitating updates to the model.
Another advantage of the cylindrical representation is that it
can be readily sampled. For example, sampling from the
depth map can be done in two ways: uniform sampling and
uniform normal sampling. Uniform sampling involves sam-
pling along the row and column of the depth map every k
pixels. The larger the step k, the smaller the resolution of the
result after sampling. Uniform sampling is quick and easy, but
not always very accurate. The information on the depth map
is usually not uniformly distributed and it would be preferable
to sample more from the ‘sharp’ area to preserve the edge
information. Thus, uniform normal sampling can be used.
From the cylindrical depth map, the normal map can be cal-
culated and used in a uniform normal sampling process.

Meshing on the cylindrical representation is also straight
forward since the connectivity between points are already
given. Hence, the connected points can be directly mesh as
shown at 1000 in FIG. 10. Meshing can be done in the clock-
wise direction, thus obtaining two triangles from 4 points,
which are ((i,j), (i+1,j+1)) (i+1))) and ((i,j), (4, j+1), G+1,j+
).

In addition, to describe a complex 3D shape, junctions
between two or three cylindrical representations should be
handled. A solution is to extend the axes connecting multiple
parts so as to account for all points. At this stage a represen-
tation of the integrated cloud of 3D points is produced in
terms of a segmented description of the surfaces. If an over-
lapping region is in a concave area in the 3D surface, 2D
cylindrical maps may contain some holes, but a smooth sur-
face should be obtained even with the presence of noisy 3D
points.

Depth map transformation and blending can be employed.
The cylindrical representation allows a single continuous
mesh to be built in a consistent way for different types of
junctions. A critical point can be defined in the center of a
junction, in where two or three cylindrical systems join, and
separating plane(s) can be defined, which separate these
cylindrical representations in the 3D space. Then, the over-
lapping area can be blended using a depth map transformation
and simple filtering. This depth blending method can be used
for many types of configurations, provided reasonable local
cylindrical systems for different configurations. The follow-
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ing description provides details of the depth map blending
method for a bent limb, the body center, and a shoulder
region.

FIG. 11A shows depth blending between two cylindrical
maps 1100 for a bent limb. The bent limb (or L-shape) is a
case in which two cylindrical representations smoothly con-
nect and are represented by two connected cylindrical coor-
dinate systems, C1 and C2. A critical point can be located in
the center of the junction and a separating plane between two
cylindrical representations. The critical point lies on the sepa-
rating plane. This point and plane can be inferred, e.g., by
using a skeleton fitting procedure. Then, the overlapping
region can be defined to have a smooth surface.

Suppose that two unwrapped cylindrical maps, D1 and D2,
have overlapping regions Al and A2, respectively. Even
though the regions A1 and A2 represent the identical surface
area in the 3D space, the values of depth maps cannot be the
same, p=q, because the values are represented with respect to
the two different cylindrical systems, as shown in FIG. 11A.

To blend two depth maps, a map is transformed into the
other cylindrical system. One of the cylindrical maps can be
set as a reference map and each pixel, p(i), of the target map
can be transformed to the reference map. A 3D point can be
represented as either a 3D vector in original 3D space, X=X,
Y, 7], or a 2D point in an unwrapped cylindrical map, p=[u,v].
Leth() be a function which maps from the 3D space to the 2D
map D(j). Given a point p(i) in a depth map D2 from C2,a 3D
point X(i) can be reconstructed and projected onto C1 to
acquire a transformed point q(i) in depth map D1 space,
q(i)=h (inv h p(i))). With a set of transformed points {q(i)}
created, the overlapping region can be blended using a simple
filtering method in order to have smooth joining parts. For
instance, a simple weighted averaging can be applied for a
pair of corresponding points (q(i), q'(i)).

Additional blending techniques can also be used. If the
distance between two values is less than a threshold, Ip(i)-q
(1)I<TH, a weighted average of values can be taken,

n=wip(D)+(1-w)*q(d),

where w is the weighting parameter (O<=w<=1) representing
anormalized distance from the end of the reference map. For
instance, if the blending position is located in the center of
overlapping area, the mean of two depth values can be taken:
[p(1)+q(1)]/2. Otherwise, if the distance between two values is
equal or greater than a threshold, the value can be undecided
and the location can be set as a hole. After blending all pixels,
a simple linear interpolation method can be used to fill out any
holes.

FIG. 11B shows depth blending between two cylindrical
maps for a body center 1110. This Y-shape shown in FIG. 11B
includes a critical point (P) and separating plane (®1) for the
body center 1110. A difficult area to model for the human
body is the junction between upper body and two legs. The
critical point (‘the body center’) P, can be defined in the center
of'the junction, a separating plane can be defined between the
upper body and the two legs (@1 in FIG. 11B), perpendicular
to the torso cylinder axis, and another plane (®2 in FIG. 3B)
can be defined to separate the two legs, perpendicular to the
plane ®1. The pose of plane ®1 can be initialized by the
ground plane and be adjusted by estimation methods
described further below. The critical point P is in the inter-
section of two planes. The use of skeleton fitting allows
estimation of an initial position of the critical point and initial
positions of the two planes. Accurate estimation of the critical
point and separating planes is described in further detail
below.
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For depth blending, an overlapping region can be defined
around the separating plane ®1. When two legs are seg-
mented using the plane ®2, the upper part of each leg may
contain some holes while the lower part of the leg can be
separated clearly. Since, the diameter of each cylinder for a
leg is slightly greater than the actual diameter of the sectional
circle, the hole filling method can generate a virtual surface
which corresponds to the hole pixels.

The cylindrical map generated from the upper body can be
set as a reference map and each pixel, p(i), of this map can be
compared with a transformed pixel,

q@=h_j(inv h_i(p(@))),

from the target map, generated from the leg. A weighted
average of two values {p(i), q(i)} can be used as long as the
distance between two values is less than a threshold: Ip(i)—q
(1)I<TH. Otherwise, if the distance between two values is
equal or greater than a threshold, the value of the location can
be set as a hole. After blending all pixels, a simple linear
interpolation method can be used to fill out any holes.

FIG. 11C shows shoulder junction and blending area. A
shoulder area 1120 of the body forms a T-shape junction. A
critical point P can be defined in the center of the junction, and
a separating plane (®1) can be defined between the upper
body and the arm, perpendicular to the torso cylinder axis,
and another plane (d2) can be defined to separate the arm and
the torso, perpendicular to the plane ®1. The critical point is
in the intersection of two planes. For depth blending, an
overlapping region can be defined around the separating
plane ®1. When the arm area is segmented from the torso, the
reconstructed arm may contain some holes, which is similar
to the case of the body center described above. For depth map
blending, the same robust blending method can be applied as
described above for the body center.

The cylindrical representations can be used to produce a
3D mesh, which can be useful for visualization and further
processing. For a single cylindrical representation, the mesh
can be created by creating triangles among the neighboring
pixels on a 2D unwrapped cylindrical map. Also, the mesh
structure can be simplified by controlling the distance
between neighboring pixels. However, to complete meshing
for the whole body, connected by many cylindrical represen-
tations, a smooth transition between connected parts should
be used.

When building a uniform single mesh for the whole body,
an inhomogeneous mesh structure can give an obvious seam
on the joining part even if a continuous surface is provided.
Heuristic techniques can be used to produce a continuous
surface for junctions. A reference mesh can be defined, for
instance the upper body layer, and for each vertex in the
reference mesh, the nearest vertex in the corresponding layer
(e.g., leg layer) can be found to form a triangle. Finding the
nearest vertex can be computed using Euclidean distance in
3D space. Note that a many-to-one mapping between two sets
of points is allowed. Note further that simplification of the
mesh to reduce the number of triangles, and to remove over-
lapping ones, can also be performed using existing tools such
as Blender or MeshLab.

In general, the finding of critical points and separating
planes can be performed as follows. A critical point and
separate planes can be found automatically in a joining area
for the depth/mesh blending. The details of such methods are
now described for the body center case, the junction between
upper body and two legs, but the principles are applicable to
other junction types.

FIG. 11D shows another example of depth blending
between cylindrical maps for a body center 1130. A critical
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point (‘the body center’) P is defined in the center of the
junction, as the origin of the local coordinate system so that
the XY-plane (@1 in FIG. 11D) is a separating plane between
the upper body and the two legs, parallel to the ground plane.
The XZ-plane is another plane, perpendicular to the ground
plane, separating the two legs. The use of skeleton fitting
allows estimation of an initial position of the critical point and
initial positions of the two planes. Then, an accurate position
of'the point can be estimated by several methods described as
follows.

In a first method, cylindrical model fitting can be used. The
body center can be represented using three cylinders as shown
in the cylindrical model for the body center in FIG. 11D. The
initial pose of cylinders and parameters can be estimated by
the skeleton fitting method. The length of the cylinders need
not be estimated. Symmetry and identical shape of the two
legs can be assumed. Hence, the location of cylinder base
(z1), the angle between two legs (8), the rotation of body (1),
the radiuses of cylinders (r1, r2) are the parameters that need
to be estimated. Various known techniques, such as RANSAC
(RANdom SAmple Consensus) or MCMC (Markov chain
Monte Carlo) can be used for this parameter fitting problem.

In a second method, quadratic surface fitting can be used. A
specific type of quadric surface, such as a hyperbolic parabo-
loid (e.g., 6.25 x"2-1.562 y"2+5.8 z-1=0), can be used to
model the shape of the body center. A quadric surface is the
zero set of a quadratic expression in three Cartesian coordi-
nates (x,y,z). The generic form is given by

2 2 2
X y Z
S +is+j=+d=0,
2tz

where a, b and ¢ are coefficients and i, j and d define the types
of'quadrics. For the body center as a hyperbolic paraboloid, i,
j and d can be set to —1(i=j=d=-1). The angle between two
legs, the curve of the body center, and the curvature of the leg
surface are represented by parameters a, b and c, respectively.
Three coefficients (a, b and ¢) can be found for the shape, and
three translations (x'=x-t,,y'=y-t,,7'=z~t,) can be found for
the location of body center. The orientation of the shape can
be computed using the skeleton fitting method. The RANSAC
method can be used for this parameter fitting problem in the
presence of noisy depth information.

In a third method, principal component analysis can be
used. Principal component analysis (PCA) can be used to find
the accurate pose of the separating plane for the body center.
An initial location of the critical point P and initial pose of XY
plane (d,) can be estimated. The point P can be estimated by
the skeleton fitting result, and the orientation of the plane & 1
is the same as the ground plane which can be inferred from an
initial calibration step. A new plane (®,) can be defined from
the initial plane Ci)l, parallel to the XY-plane (®,), at location
Y-dY. To find the accurate orientation of the plane ®,, the
spatial distribution of the 3D point cloud between two planes
@, and @, can be analyzed. A plane defined by the two largest
eigen vectors gives the orientation of the planes @, and @,.

A search space can be defined between Z-dZ to Z+dZ and
a plane (Z value) can be found which gives the maximum
kurtosis of the projected point cloud while the estimated
critical point has a number of neighbor points. To find the Z
value, a cost function can be defined as
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where Kurt( ) represents kurtosis of the projected point cloud
onto the first eigen vector of the plane ®,, W is the projection
matrix, A is a weighting parameter, N(P,Q(j),0) is a function to
count the number of neighboring points Q(j) within a thresh-
o0ld 8 with respect to the critical point P. After finding the pose
ofthe separating plane ® |, the critical point P is located by the
median value of 3D points on the plane @, .

The processes described above, and all of the functional
operations described in this specification, can be imple-
mented in electronic circuitry, or in computer hardware, firm-
ware, software, or in combinations of them, such as the struc-
tural means disclosed in this specification and structural
equivalents thereof, including potentially a program (stored
in a machine-readable medium) operable to cause one or
more programmable machines including processor(s) (e.g., a
computer) to perform the operations described. It will be
appreciated that the order of operations presented is shown
only for the purpose of clarity in this description. No particu-
lar order may be required for these operations to achieve
desirable results, and various operations can occur simulta-
neously or at least concurrently. In certain implementations,
multitasking and parallel processing may be preferable.

The various implementations described above have been
presented by way of example only, and not limitation. Certain
features that are described in this specification in the context
of separate embodiments can also be implemented in combi-
nation in a single embodiment. Conversely, various features
that are described in the context of a single embodiment can
also be implemented in multiple embodiments separately or
in any suitable subcombination. Moreover, although features
may be described above as acting in certain combinations and
even initially claimed as such, one or more features from a
claimed combination can in some cases be excised from the
combination, and the claimed combination may be directed to
a subcombination or variation of a subcombination.

Thus, the principles, elements and features described may
be employed in varied and numerous implementations, and
various modifications may be made to the described embodi-
ments without departing from the spirit and scope of the
invention. Accordingly, other embodiments may be within
the scope of the following claims.

What is claimed is:

1. A method performed by a computer system comprising
processor electronics and at least one memory device, the
method comprising:

obtaining multiple three dimensional (3D) point clouds

captured using one or more 3D cameras, wherein at least
two of the 3D point clouds correspond to different posi-
tions of a body relative to at least a single one of the one
or more 3D cameras;

identifying two of the 3D point clouds as corresponding to

two predefined poses, wherein the identifying comprises
looking for a static frame using a pixel-wise absolute
difference map between two consecutive depth maps for
the 3D point clouds; and

generating, based on the two 3D point clouds identified as

corresponding to the two predefined poses, a segmented
representation of the body in accordance with a 3D
part-based volumetric model comprising cylindrical
representations.
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2. The method of claim 1, wherein:

the identifying comprises identifying four of the 3D point
clouds as corresponding to four predefined poses,
including a forward pose, a left facing pose, a backward
pose, and a right facing pose, and wherein the identify-
ing comprises using a bounding box in depth maps for
the 3D point clouds to identify the left facing pose and
the right facing pose; and

the generating comprises generating, based on the four 3D

point clouds identified as corresponding to the four pre-
defined poses, the segmented representation of the body
in accordance with the 3D part-based volumetric model
comprising cylindrical representations.

3. The method of claim 2, wherein the one or more 3D
cameras is a single 3D camera.

4. The method of claim 2, wherein the obtaining comprises
capturing the multiple 3D point clouds using the one or more
3D cameras.

5. The method of claim 2, wherein the identifying com-
prises automatically identifying the 3D point clouds without
user input corresponding to the predefined poses.

6. The method of claim 2, wherein the generating com-
prises:

registering the four 3D point clouds with each other; and

building an initial model of the body using the four regis-

tered 3D point clouds.

7. The method of claim 6, wherein the generating com-
prises refining the initial model using one or more 3D point
clouds other than the four 3D point clouds identified as cor-
responding to the four predefined poses.

8. The method of claim 6, wherein the registering com-
prises:

registering the two 3D point clouds corresponding to the

forward pose and the left facing pose;

registering the two 3D point clouds corresponding to the

forward pose and the right facing pose; and

registering the two 3D point clouds corresponding to the

left facing pose and the backward pose.

9. The method of claim 1, wherein the generating com-
prises using iterative local registration of limbs and a torso for
the body.

10. The method of claim 1, wherein the segmented repre-
sentation comprises a segmented mesh representing the body.

11. A non-transitory computer-readable medium, which
encodes a computer program product that is operable to cause
data processing apparatus to perform operations comprising:

obtaining multiple three dimensional (3D) point clouds

captured using one or more 3D cameras, wherein at least
two of the 3D point clouds correspond to different posi-
tions of a body relative to at least a single one of the one
or more 3D cameras;

identifying two of the 3D point clouds as corresponding to

two predefined poses, wherein the identifying comprises
looking for a static frame using a pixel-wise absolute
difference map between two consecutive depth maps for
the 3D point clouds; and

generating, based on the two 3D point clouds identified as

corresponding to the two predefined poses, a segmented
representation of the body in accordance with a 3D
part-based volumetric model comprising cylindrical
representations.

12. The non-transitory computer-readable medium, of
claim 11, wherein:

the identifying comprises identifying four of the 3D point

clouds as corresponding to four predefined poses,
including a forward pose, a left facing pose, a backward
pose, and a right facing pose, and wherein the identify-
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ing comprises using a bounding box in depth maps for
the 3D point clouds to identify the left facing pose and
the right facing pose; and

the generating comprises generating, based on the four 3D

point clouds identified as corresponding to the four pre-
defined poses, the segmented representation of the body
in accordance with the 3D part-based volumetric model
comprising cylindrical representations.

13. The non-transitory computer-readable medium, of
claim 12, wherein the one or more 3D cameras is a single 3D
camera, the obtaining comprises capturing the multiple 3D
point clouds using the single 3D camera, and the identifying
comprises automatically identifying the 3D point clouds
without user input corresponding to the predefined poses.

14. The non-transitory computer-readable medium, of
claim 12, wherein the generating comprises:

registering the four 3D point clouds with each other; and

building an initial model of the body using the four regis-

tered 3D point clouds.

15. The non-transitory computer-readable medium, of
claim 14, wherein the generating comprises refining the ini-
tial model using one or more 3D point clouds other than the
four 3D point clouds identified as corresponding to the four
predefined poses.

16. The non-transitory computer-readable medium, of
claim 14, wherein the registering comprises:

registering the two 3D point clouds corresponding to the

forward pose and the left facing pose;

registering the two 3D point clouds corresponding to the

forward pose and the right facing pose; and

registering the two 3D point clouds corresponding to the

left facing pose and the backward pose.

17. The non-transitory computer-readable medium, of
claim 11, wherein the generating comprises using iterative
local registration of limbs and a torso for the body, and the
segmented representation comprises a segmented mesh rep-
resenting the body.

18. A system comprising:

a user interface device; and

one or more computers operable to interact with the user

interface device, the one or more computers comprising
at least one processor and at least one memory device,
and the one or more computers programmed to perform
operations comprising: obtaining multiple three dimen-
sional (3D) point clouds captured using one or more 3D
cameras, wherein at least two of the 3D point clouds
correspond to different positions of a body relative to at
least a single one of the one or more 3D cameras; iden-
tifying two of the 3D point clouds as corresponding to
two predefined poses, wherein the identifying comprises
looking for a static frame using a pixel-wise absolute
difference map between two consecutive depth maps for
the 3D point clouds; and generating, based on the two
3D point clouds identified as corresponding to the two
predefined poses, a segmented representation of the
body in accordance with a 3D part-based volumetric
model comprising cylindrical representations.

19. The system of claim 18, wherein the one or more
computers comprise a server operable to interact with the user
interface device through a data communication network, and
the user interface device is operable to interact with the server
as a client.

20. The system of claim 18, wherein the identifying com-
prises identifying four of the 3D point clouds as correspond-
ing to four predefined poses, including a forward pose, a left
facing pose, a backward pose, and a right facing pose,
wherein the identifying comprises using a bounding box in
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depth maps for the 3D point clouds to identify the left facing
pose and the right facing pose, and wherein the generating
comprises generating, based on the four 3D point clouds
identified as corresponding to the four predefined poses, the
segmented representation of the body in accordance with the 5
3D part-based volumetric model comprising cylindrical rep-
resentations.

22



